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Projected Wasserstein Gradient Flow (pWGF)

M is a d-dimensional discrete distribution family parameterized by 6.
Let M be the d-dimensional 2-Wasserstein space. f is a cost function.
We aim to minimize the expected cost

M By [F(2)] = min, B, [F(2)] = min Flul

We propose a 3-step updating scheme: In k-th iteration,
o A: draw samples {z,} from current distribution pi;
o B: update {z,} to {Z,} ~ i via Wasserstein gradient flow in M;
o C: project fix back to fix41 by minimizing Wasserstein distance W/(u, fix).
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Figure: Updating scheme Figure: Algorithm outline
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ST as pWGF and its improvement

Various algorithms can be derived from step C:

Algorithms Approximation to Wasserstein distance
Straight-Through (ST) Difference in Means
Proposed: pWGF-MMD Maximum Mean Discrepancy

Experiments on Poisson inference task show improvement by pWGF:
o Real data {z,} ~ p(z) = Poisson(Xg = 5).
o Generate fake data {z,} ~ gx(z) = Poisson(\)
e Discriminator D,,(z) gives probability that z comes from real data.
e maxy ming,{E,,[log D,(2)] + E, ~q, [log(1l — D.(2))]}
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. T | Mean | Std

% — PWGF pWGF 5.0076 | 0.013
§ ST 5.1049 | 0.161
Z Muprop 5.0196 | 0.159

Reinforce | 4.9452 | 0.173
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